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ABSTRACT
Understanding human behaviors and intents from videos is a chal-
lenging task. Video flows usually involve time-series data from
different modalities, such as natural language, facial gestures, and
acoustic information. Due to the variable receiving frequency for
sequences from each modality, the collected multimodal streams
are usually unaligned. For multimodal fusion of asynchronous se-
quences, the existing methods focus on projecting multiple modal-
ities into a common latent space and learning the hybrid repre-
sentations, which neglects the diversity of each modality and the
commonality across different modalities. Motivated by this obser-
vation, we propose a Multimodal Fusion approach for learning
modality-Specific and modality-Agnostic representations (MFSA)
to refine multimodal representations and leverage the complemen-
tarity across different modalities. Specifically, a predictive self-
attentionmodule is used to capture reliable contextual dependencies
and enhance the unique features over the modality-specific spaces.
Meanwhile, we propose a hierarchical cross-modal attention mod-
ule to explore the correlations between cross-modal elements over
the modality-agnostic space. In this case, a double-discriminator
strategy is presented to ensure the production of distinct represen-
tations in an adversarial manner. Eventually, the modality-specific
and -agnostic multimodal representations are used together for
downstream tasks. Comprehensive experiments on three multi-
modal datasets clearly demonstrate the superiority of our approach.

CCS CONCEPTS
• Computing methodologies → Information extraction; Neu-
ral networks; • Information systems→ Multimedia streaming.
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1 INTRODUCTION
Video flows usually involve time-series data from multiple modal-
ities, such as natural language, visual information, and acoustic
behaviors. Analyzing videos from a multimodal perspective can
facilitate a superior understanding of human intentions and ex-
pressions (𝑒.𝑔., emotions). To fully utilize the rich information and
knowledge provided by multiple modalities, the core is to fuse these
multimodal sequence data effectively. Several prominent works
[1, 8, 31, 32, 40, 49, 53] of multimodal fusion have breathed fresh
energy into the multimodal video understanding community, bene-
fiting from the excellent performance achieved by deep learning
algorithms [4, 15, 17, 21, 27–29, 41, 42, 50]. Nevertheless, in practice,
the collected multimodal data are usually asynchronous due to the
variable receiving frequency for sequences of different modalities
[38]. For instance, the video frame with a stiff facial expression may
relate to the negative voice in the past. The asynchrony across dif-
ferent modalities can increase the difficulty on conducting effective
multimodal fusion.

To this end, most previous works [13, 25, 36, 39, 44, 46, 48] tackle
the above issue via word-level alignment. Specifically, the visual
and acoustic sequences are aligned manually in the resolution of
the textual words. Unfortunately, the alignment process usually
requires domain-related knowledge engineering and consumes a
lot of time and labour. Moreover, the word-level multimodal fu-
sion ignores the long-range dependencies between elements from
different modalities. Recent works [26, 30, 38] deal directly with
asynchronous multimodal sequences based on the cross-modal at-
tention to progress the development of effective multimodal fusion
on the unaligned data. The Multimodal Transformer (MulT) [38]
are proposed to reinforce a target modality repeatedly with the
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low-level features from another source modality by learning the
attention across the two modalities’ features. Based on the cross-
modal interaction insight, the Progressive Modality Reinforcement
(PMR) [30] and Modality-Invariant Cross-modal Attention (MICA)
[26] models are presented one after another. The PMR introduces
the message hub to explore the three-way interactions across the
involved modalities in the context of multimodal fusion from asyn-
chronous multimodal sequences. However, both the MulT and PMR
treat the representation of each modality as a whole, neglecting the
interference of modality heterogeneity and distribution gap. The
MICA performs the cross-modal attention over modality-invariant
space where the distribution gap across modalities is bridged. Nev-
ertheless, learning contextual dependencies on the common space
is potentially unrefined and ignores the diversity of each modality.

Motivated by the above observations, we propose a Multimodal
Fusion approach for learning modality-Specific and -Agnostic rep-
resentations (MFSA) to refine multimodal representations effec-
tively. The core strategy of the MFSA is to learn different aspects of
the multimodal representations by projecting multiple modalities
into modality-specific and -agnostic spaces, respectively. For the
modality-specific representations, we first propose a predictive self-
attention module to effecively enhance the unique features of each
modality and learn the contextual dependencies within the modal-
ity. After that, three specific encoders implement the projection of
the specific representations. For the modality-agnostic representa-
tions, we introduce a hierarchical cross-modal attention module to
achieve sufficiently cross-modal interactions and capture meaning-
ful element correlations across modalities. Immediately, a shared
agnostic encoder achieves the projection of the agnostic represen-
tations. In this case, we propose a double-discriminator adversarial
strategy to supervise the learning of different representations and
parameters. The MFSA not only considers the commonality across
multiple modalities, but also captures the specificity of each modal-
ity. Our model achieves significant performance improvements on
several video understanding datasets by fusing these refined repre-
sentations. Overall, we make the following three contributions:

• We present MFSA, a novel approach to learning effective
multimodal representations in asynchronous sequences with
a feature disentanglement perspective. The MFSA depicts
the commonality across multiple modalities and the diversity
of each modality by learning modality-specific and modality-
agnostic representations.

• We introduce two effective modules for progressively re-
inforcing and refining the distinct representations based
on self-attention and cross-modal attention. The qualitative
analyses clearly demonstrate the rationality and necessity
of the proposed modules.

• Our MFSA outperforms previous state-of-the-art works on
three multimodal video understanding datasets. Comprehen-
sive experiments show the superiority of our approach.

2 RELATEDWORK
2.1 Multimodal Sequence Fusion
Video understanding requires the fusion of time-series data from
multiple modalities, such as language, visual, and acoustic modali-
ties. Most previous works [7, 18, 23] focus on multimodal fusion of

static features extracted from video clips, without considering the
inherent dependencies between elements in multimodal sequences.
However, the multimodal streams are usually asynchronous due
to the variable frame rate for sequences of different modalities. To
this end, recent works involve a manual step to align the acoustic
and visual sequences in the resolution of textual words before train-
ing. These works include shared-private representation learning
[46], cyclic translation mechanism [36], recurrent multistage fusion
[25], nonverbal temporal interaction [44], etc. However, the manual
alignment usually requires a huge amount of labor effort and time.
Recently, several works make some attempts to fuse information
from asynchronous multimodal sequences. Tsail et al. [38] propose
the cross-modal attention mechanism to learn the inherent corre-
lations across modalities. Lv et al. [30] introduce a message hub
to obtain the reinforced features of the source modalities. Liang et
al. [26] advocate learning correlations between elements over the
modality-invariant space.

2.2 Multimodal Reprentation Learning
Multimodal representation learning aims to extract meaningful
semantic information from heterogeneous modalities [51]. In addi-
tion, the consistency and complementarity of multiple modalities
should be considered in this learning paradigm [16, 52]. Recently,
more advanced neural network architectures have been proposed
to learn multimodal representations. Hai et al. [12] present two
methods for unsupervised learning of joint multimodal representa-
tions using sequence-to-sequence models. Sun et al. [37] use the
deep canonical correlation analysis to combine different individual
features. Gwangbeen et al. [33] apply the adversarial learning con-
cept to multimodal learning and only use the category information
for multimodal embedding. Besides, Wang et al. [43] propose a deep
variational canonical correlation analysis to disentangle the shared
and private information of multimodal data. Furthermore, the do-
main separation network [2] extracts the effective representations
by explicitly modelling the shared and domain-specific private fea-
tures of source and target domains. More recently, Hazarika et al.
[6] propose a framework called MISA, which learns the multimodal
representations within instances and projects each modality to two
distinct subspaces.

3 APPROACH
3.1 Model Overview
In this section, we detail the proposed Multimodal Fusion approach
for learning modality-Specific and modality-Agnostic representa-
tions (MFSA). The overall architecture of the MFSA is shown in Fig-
ure 1. This paper focuses on performing asynchronous multimodal
sequence fusion from three primary modalities, 𝑖 .𝑒 ., language (𝐿),
visual (𝑉 ), and audio (𝐴) modalities. These sequences are denoted
as 𝑿𝐿 ∈ R𝑇𝐿×𝑑𝐿 , 𝑿𝑉 ∈ R𝑇𝑉 ×𝑑𝑉 , and 𝑿𝐴 ∈ R𝑇𝐴×𝑑𝐴 , respectively,
where 𝑇( ·) is the sequence length and 𝑑 ( ·) is the embedding dimen-
sion. Firstly, we preprocess the multimodal sequences to obtain the
low-level representations 𝒁𝑚 ∈ R𝑇𝑚×𝑑 , where𝑚 ∈ {𝐿,𝑉 ,𝐴}. Sub-
sequently, two separate branches are introduced to learn distinct
representations from different modalities. The first branch aims to
use the proposed predictive self-attention module to enhance the
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Figure 1: The overall architecture of the proposed model.
"PSA" represents a predictive self-attention module. "HCA"
represents a hierarchical cross-modal attention module.

features of each modality itself and effectively capture the depen-
dencies with apriori knowledge. After that, we project the enhanced
features 𝒁𝑠𝑚 ∈ R𝑇𝑚×𝑑 into modality-specific spaces via three sepa-
rate specific encoders to learn the unique characteristics and the
diversity of each modality. The second branch focuses on exploring
meaningful correlations between elements of different modalities
through the proposed hierarchical cross-modal attention module. In
this case, a shared agnostic encoder projects the reinforced features
𝒁𝑎𝑚 ∈ R𝑇𝑚×𝑑 into the modality-agnostic space to learn the com-
monality and bridge the distribution gap among different modalities.
Further, we propose a double-discriminator adversarial strategy to
explicitly supervise the production of the modality-specific repre-
sentations 𝒉𝑠𝑚 ∈ R𝑑ℎ and the modality-agnostic representations
𝒉𝑎𝑚 ∈ R𝑑ℎ , and parameter learning of the model. We then con-
catenate these distinct representations 𝒉𝑠𝑚 and 𝒉𝑎𝑚 as 𝒉𝑓 𝑖𝑛 , and
fuse the features through a vanilla transformer layer. Finally, the re-
fined multimodal representation 𝒉𝑓 𝑖𝑛 is fed into the fully connected
layers for making predictions.

3.2 Uni-modal Extractor
First, the original multimodal sequences 𝑿𝑚 ∈ R𝑇𝑚×𝑑𝑚 are pre-
processed by a 1D temporal convolutional layer and a positional
embedding augment operation [41], where𝑚 ∈ {𝐿,𝑉 ,𝐴}. By con-
trolling the kernel size of the convolutional operation for each

modality, the features of different modalities are aligned to the
identical dimension represented as 𝑿𝑚 ∈ R𝑇𝑚×𝑑 . Subsequently,
we employ three separate Bi-directional Long Short Term Mem-
ory (Bi-LSTM) [15] to obtain the low-level features of multimodal
sequences:

𝒁𝑚 = Bi-LSTM(𝑿𝑚 ;𝜃𝑙𝑠𝑡𝑚𝑚 ) ∈ R𝑇𝑚×𝑑 , (1)

where 𝜃𝑙𝑠𝑡𝑚𝑚 are the network parameters.

3.3 Predictive Self-Attention Module
Transformer [41] is the state-of-the-art for sequential modeling
which achieves superior performance. However, as proved by pre-
vious work [20], it is difficult for a vanilla attention layer to capture
the dependencies effectively without any apriori knowledge. More-
over, the vanilla self-attention mapping of each layer is learned
independently, which limits the performance of the sequence rep-
resentations from different modalities [45]. Based on the above
observation and inspiration [45], we introduce a Predictive Self-
Attention (PSA) module to capture reliable contextual dependencies
and enhance the feature representation of each modality. Specifi-
cally, we introduce a convolution-based prediction chain to calcu-
late attention maps for the current module based on the attention
map from the previous module. Our insight is that the chain will
predict effective attention maps guided by attention patterns from
previous modules. Therefore, the self-attention layer in the cur-
rent PSA module could be dedicated to merging modality-specific
knowledge into residual attention maps.

Figure 2.(a) displays the two-layer stacked PSA modules from
three modalities for illustration purposes. Following [41], the PSA
module contains Querys, Keys, and Values, denoted as𝑸𝑚 = 𝐿𝑁 (𝒁𝑚)
𝑾𝑄𝑚

with𝑾𝑄𝑚
∈ R𝑑×𝑑 , 𝑲𝑚 = 𝐿𝑁 (𝒁𝑚)𝑾𝐾𝑚 with𝑾𝐾𝑚 ∈ R𝑑×𝑑 ,

and 𝑽𝑚 = 𝐿𝑁 (𝒁𝑚)𝑾𝑉𝑚 with 𝑾𝑉𝑚 ∈ R𝑑×𝑑 , respectively, where
𝑚 ∈ {𝐿,𝑉 ,𝐴} and 𝐿𝑁 stands for layer normalization. We define
the matrix of attention logits as 𝐴 =

𝑸𝑚𝑲𝑇
𝑚√

𝑑
∈ R𝑇𝑚×𝑇𝑚 . Assuming

there are 𝐾 heads in the multi-head attention, then we obtain 𝐾 at-
tention logits maps. These maps construct a tensor 𝑨 ∈ R𝑇𝑚×𝑇𝑚×𝐾 ,
which can be viewed as a𝑇𝑚 ×𝑇𝑚 image with 𝐾 input channels. In
this case, we adopt a 2D convolutional layer with 3 × 3 kernels to
predict the attention maps for the next module. Keeping the output
channels are also 𝐾 , the attention logits maps of all heads can be
generated jointly. Immediately, a GeLU [14] activation is utilized
to provide non-linearity and sparsity. Finally, the previously pre-
dicted attention maps CNN(𝑨𝑝𝑟𝑒 ) are combined with that learned
by current dot-product attention 𝑨𝑐𝑢𝑟 :

𝑨 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝜇 ⊙ CNN(𝑨𝑝𝑟𝑒 ) + (1 − 𝜇) ⊙ 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑨𝑐𝑢𝑟 )), (2)

where 𝜇 ∈ [0, 1] is a hyper-parameter to balance the importance of
two parts. Note that the predictive attention maps are not applied
to the PSA module in the first layer. Subsequently, the PSA module
computes feed-forwardly as follows:

𝒁𝑠𝑚 = 𝐿𝑁 (𝒁𝑚) +𝑨𝑽𝑚, (3)
𝒁𝑠𝑚 = F𝜃 (𝐿𝑁 (𝒁𝑠𝑚)) + 𝒁𝑠𝑚, (4)

where F𝜃 (·) is the position-wise feed-forward network.
In this branch, our goal is to strengthen the pure representation

of each modality that serves modality-specific spaces’ projection.
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Figure 2: (a) The architecture of the two-layer Predictive Self-Attention (PSA)modules from threemodalities. (b) The architecture
of a Modality Reinforcement Unit (MRU) in the HCA module. (c) The architecture of the Hierarchical Cross-modal Attention
(HCA) modules from three modalities.

However, the heterogeneity across multiple modalities leads to re-
dundant information in multimodal representations [24]. To this
end, we present a weighted attention layer after each layer of the
PSA module outputs from the three modalities to mitigate the inter-
ference of information redundancy. Specifically, we learn adaptive
attention weights based on the contribution of each modality to
dynamically improve the multimodal representations. For the out-
puts 𝒁𝑠𝑚 ∈ R𝑇𝑚×𝑑 from any layer of the PSA module, we first
reshape 𝒁𝑠𝑚 into 𝒁̃

𝑠
𝑚 ∈ R𝑇𝑚 ·𝑑×1. Immediately, the dynamic atten-

tion weights are calculated as follows:

𝛾𝑚 = 𝑷𝑇𝑚 · 𝑡𝑎𝑛ℎ(𝑾𝑚 · 𝒁̃𝑠𝑚 + 𝒃𝑚), (5)

𝜓𝑚 =
𝑒𝑥𝑝 (𝛾𝑚)∑

𝑚∈{𝐿,𝑉 ,𝐴} 𝑒𝑥𝑝 (𝛾𝑚) , (6)

where 𝑷𝑚 ∈ R𝑇𝑚 ·𝑑×1,𝑾𝑚 ∈ R𝑇𝑚 ·𝑑×𝑇𝑚 ·𝑑 , and 𝒃𝑚 ∈ R𝑇𝑚 ·𝑑×1 are
the learnable parameters. The weighted multimodal representa-
tions are defined as 𝒁𝑠𝑚 = 𝜓𝑚 ⊙ 𝒁𝑠𝑚 . In practice, we stack𝑀-layer
PSA modules with the weighted attention layers to enhance the
multimodal representations 𝒁𝑠𝑚 progressively.

3.4 Hierarchical Cross-Modal Attention Module
Although previous studies have achieved significant improvements
in cross-modal interactions, the existing models either consider
pairwise directional interactions between independent modalities
[26, 38], or focus on coarse global interactions [30], resulting in
captured cross-modal correlations that could be ambiguous and un-
reliable. To tackle this issue, we propose a Hierarchical Cross-modal
Attention (HCA) module to achieve sufficiently cross-modal inter-
actions and learn effectively cross-modal element correlations. The

core idea is to progressively reinforce the representation of the tar-
get modality through a potential adaptation process from the source
modality 𝒁𝑠 , 𝑠 ∈ {𝐿,𝑉 ,𝐴} to the target modality 𝒁𝑡 , 𝑡 ∈ {𝐿,𝑉 ,𝐴}.
We argue that the multimodal representations reinforced by cross-
modal interactions have excellent modality adaptability to better
serve the modality-agnostic space’s projection. More formally, as
shown in Figure 2.(c), the HCA module consists of several Modality
Reinforcement Units (MRU) to exploit interactions across modali-
ties with different granularities. The multimodal representations
are fused in a hierarchical structure and gradually complement
each other in a granularity-increasing manner.

Figure 2.(b) illustrates the pipeline of the core unit MRU. Inspired
by [41], we embed the target modality as 𝑸𝑡 = 𝐿𝑁 (𝒁𝑡 ) 𝑾𝑄𝑡

with
𝑾𝑄𝑡

∈ R𝑑×𝑑 , and the source modality as 𝑲𝑠 = 𝐿𝑁 (𝒁𝑠 ) 𝑾𝐾𝑠

with𝑾𝐾𝑠
∈ R𝑑×𝑑 and 𝑽𝑠 = 𝐿𝑁 (𝒁𝑠 ) 𝑾𝑉𝑠 with𝑾𝑉𝑠 ∈ R𝑑×𝑑 . The

cross-modal interaction is denoted as follows:

𝒁𝑎𝑠→𝑡 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (
𝑸𝑡𝑲

𝑇
𝑠√
𝑑

)𝑽𝑠 ∈ R𝑇𝑡×𝑑 . (7)

Subsequently, the forward computation is expressed as:

𝒁𝑎𝑡 = 𝐿𝑁 (𝒁𝑡 ) + 𝒁𝑎𝑠→𝑡 , (8)

𝒁𝑎𝑡 = F𝛿 (𝐿𝑁 (𝒁𝑎𝑡 )) + 𝒁𝑎𝑡 ,𝒁
𝑎
𝑡 ∈ R𝑇𝑡×𝑑 , (9)

where F𝛿 (·) is the position-wise feed-forward network. The pro-
cess of a MRU unit is denoted as 𝒁𝑎𝑡 = MRU(𝒁𝑠 ,𝒁𝑡 ). After that,
we describe the details of the HCA module with the language
modality as the target modality. The low-level representations
𝒁𝑚,𝑚 ∈ {𝐿,𝑉 ,𝐴} are concatenated with mixed and coarse gran-
ularities to obtain 𝒁𝐿𝑉𝐴 = [𝒁𝐿,𝒁𝑉 ,𝒁𝐴] ∈ R(𝑇𝐿+𝑇𝑉 +𝑇𝐴)×𝑑 and
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𝒁𝑉𝐴 = [𝒁𝑉 ,𝒁𝐴] ∈ R(𝑇𝑉 +𝑇𝐴)×𝑑 , respectively. The hierarchical
cross-modal interactions of the HCA module are summarized as:

Mixed-grained : 𝒁̂𝑎𝑡 = MRU(𝒁𝐿𝑉𝐴,𝒁𝐿),

Coarse-grained : 𝒁̌𝑎𝑡 = MRU(𝒁𝑉𝐴, 𝒁̂
𝑎
𝑡 ), (10)

Fine-grained : 𝒁𝑎𝑚 = MRU(𝒁𝑉 , 𝒁̌
𝑎
𝑡 ) +MRU(𝒁𝐴, 𝒁̌

𝑎
𝑡 ) .

In practice, we stack 𝑁 -layer HCA modules to reinforce the multi-
modal representations 𝒁𝑎𝑚 progressively.

3.5 Representation Learning
Modality-Specific and -Agnostic Representations. For learn-

ing multimodal representations in asynchronous multimodal se-
quences, previous approaches either treat each modality as a whole
to model, resulting in contextual dependencies that may be unclear
[30, 38], or project different modalities into a common latent space
to eliminate redundancy, ignoring the diversity of each modality
[26]. In comparison, we learn the modality-specific and modality-
agnostic representations for each modality to take advantage of
the complementary information among multiple modalities. The
modality-specific representations focus on the diversity and the
unique characteristics of each modality, which are built over the
pure multimodal representations 𝒁𝑠𝑚 . The modality-agnostic repre-
sentations aim to explore the commonality across different modali-
ties and reduce modality heterogeneity gap, which are built over the
refined multimodal representations 𝒁𝑎𝑚 . To this end, three separate
specific encoders and a agnostic encoder are designed to project
𝒁𝑠𝑚 and 𝒁𝑎𝑚 into modality-specific and modality-agnostic spaces:

𝒉𝑠𝑚 = S𝑚 (𝒁𝑠𝑚 ;𝜃𝑚) ∈ R𝑑ℎ , (11)

𝒉𝑎𝑚 = A(𝒁𝑎𝑚 ;𝜃A ) ∈ R𝑑ℎ , (12)

where S𝑚 (·;𝜃𝑚) denote the specific encoders, which assign sepa-
rate parameters 𝜃𝑚 for each modality. A(·;𝜃A ) denotes the agnos-
tic encoder, which shares the parameters 𝜃A across all modalities.
These encoders consist of feed-forward neural layers.

Separation Loss. The separation loss aims to encourage the
specific and agnostic encoders to produce distinct representations
that represent different aspects of the multimodal data. Inspired by
domain separation network [2], we adopt soft space orthogonality
constraint to penalize redundancy:

L𝑠𝑒𝑝 =
∑︁

𝑚∈{𝐿,𝑉 ,𝐴}

𝑛∑︁
𝑖=1

∥ (𝒉𝑠𝑚)𝑇𝒉𝑎𝑚 ∥2
𝐹 , (13)

where ∥ · ∥2
𝐹
is the squared Frobenius norm.

Double-Discriminator Adversarial Strategy. To guarantee
that 𝒉𝑠𝑚 exactly reflects the unique characteristics of each modality
and that 𝒉𝑎𝑚 belongs to a latent space shared across different modal-
ities, we propose a double-discriminator adversarial strategy to
identify the modality labels and guide the parameter learning of the
specific and agnostic encoders. Our strategy is inspired by applying
generative adversarial network [10] to multimodal representation
learning [24]. Formally, the ground truth modality labels of 𝒉𝑠𝑚
and 𝒉𝑎𝑚 are denoted as 𝑦𝐿 = [1, 0, 0], 𝑦𝑉 = [0, 1, 0], 𝑦𝐴 = [0, 0, 1],
respectively. The importance discriminator is a classifier denoted

asD𝑖 (𝒉𝑎𝑚 ;𝜃D𝑖
) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 ((𝒉𝑎𝑚)𝑇 ·𝑾𝑖 ), where𝑾𝑖 ∈ R𝑑ℎ×3 is the

weight matrix. Assume thatD𝑖 (·;𝜃D𝑖
) has converged to its optimal

solution, and the 𝒉𝑎𝑚 belongs to modality𝑚. The importance dis-
criminator gives the likelihood of the 𝒉𝑎𝑚 based on the modality𝑚.
If D𝑖 (𝒉𝑎𝑚 ;𝜃D𝑖

) ≈ 1, the 𝒉𝑎𝑚 highly involves few modality-agnostic
representations across modalities, as it can be fully discriminated
from other modalities. Therefore, the degree of the 𝒉𝑎𝑚 as 𝜔𝑎𝑚 con-
tributing to the modality-agnostic representations should be in-
versely related toD𝑖 (𝒉𝑎𝑚 ;𝜃D𝑖

) according to𝜔𝑎𝑚 = 1−D𝑖 (𝒉𝑎𝑚 ;𝜃D𝑖
).

The modality discriminator D𝑚 (𝑰 ;𝜃D𝑚
) maps the input 𝑰 to a

probability distribution and facilitates the generation of the distinct
representations. The input 𝑰 comes either from the output 𝒉𝑠𝑚 of
the specific encoders or from the output 𝒉𝑎𝑚 of the agnostic encoder.
After adding the degrees to the modality-agnostic representations
for the discriminator D𝑚 (·;𝜃D𝑚

), the agnostic adversarial loss is:

L𝑎𝑔𝑛 = − 1
𝑛

∑︁
𝑚

𝑛∑︁
𝑖=1

(𝑦𝑚𝜔𝑎𝑚𝑙𝑜𝑔(D𝑚 (𝒉𝑎𝑚 ;𝜃D𝑚
))), (14)

where𝑚 ∈ {𝐿,𝑉 ,𝐴}. To encourage the modality-specific represen-
tations to be projected into different spaces, the modality discrimi-
nator is also employed to distinguish the source of the modalities.
The specific adversarial loss is as follows:

L𝑠𝑝𝑒 = − 1
𝑛

∑︁
𝑚

𝑛∑︁
𝑖=1

(𝑦𝑚𝑙𝑜𝑔(D𝑚 (𝒉𝑠𝑚 ;𝜃D𝑚
))) . (15)

3.6 Fusion and Optimization
After obtaining the refined multimodal representations by the ad-
versarial manner, we concatenate all the representations as 𝒉𝑓 𝑖𝑛 =

[𝒉𝑠
𝐿
,𝒉𝑠
𝑉
,𝒉𝑠
𝐴
,𝒉𝑎
𝐿
,𝒉𝑎
𝑉
,𝒉𝑎
𝐴
] ∈ R6𝑑ℎ . A transformer layer [41] is used

for feature fusion and interaction. Eventually, the refined represen-
tations make predictions through the fully connected layers.

For the classification task, we employ the standard cross-entropy
loss. For the regression task, we use the standard 𝐿1 loss. Combin-
ing the task loss L𝑡𝑎𝑠𝑘 , separation loss L𝑠𝑒𝑝 and adversarial loss
L𝑎𝑔𝑛,L𝑠𝑝𝑒 , the total loss is expressed as follows:

L𝑎𝑙𝑙 = L𝑡𝑎𝑠𝑘 + 𝛼L𝑠𝑒𝑝 + 𝛽 (L𝑎𝑔𝑛 + L𝑠𝑝𝑒 ), (16)

where 𝛼 and 𝛽 are the trade-off parameters. Furthermore, we add a
gradient reversal layer [9] between the agnostic encoder and the
modality discriminator to achieve local optimization of the agnostic
adversarial loss L𝑎𝑔𝑛 .

4 EXPERIMENTS
4.1 Datasets and Evaluation Metrics
We conduct experiments on three standard datasets of multimodal
video understanding, including CMU-MOSI [48], CMU-MOSEI [47],
and IEMOCAP [3]. These datasets focus on human multimodal
emotion recognition and provide unaligned multimodal sequences
for each sample. The common protocol of the previous state-of-the-
art (SOTA) works [26, 30, 38] is adopted in our experiments.

CMU-MOSI & MOSEI . CMU-MOSI [48] is a dataset containing
2,199 short monologue video clips. Its predetermined data partition
has 1,284 samples in the training set, 229 in the validation set, and
686 in the testing set. The acoustic and visual features are extracted
at a sampling rate of 12.5 and 15 Hz, respectively. CMU-MOSEI
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Table 1: Comparison on the CMU-MOSI dataset.

Approach 𝐴𝑐𝑐7 ↑ 𝐴𝑐𝑐2 ↑ 𝐹1 ↑ 𝑀𝐴𝐸 ↓ 𝐶𝑜𝑟𝑟 ↑
EF-LSTM 31.0 73.6 74.5 1.078 0.542
LF-LSTM 33.7 77.6 77.8 0.988 0.624

RAVEN [44] 31.7 72.7 73.1 1.076 0.544
MCTN [36] 32.7 75.9 76.4 0.991 0.613
MulT [38] 39.1 81.1 81.0 0.889 0.686
PMR [30] 40.6 82.4 82.1 - -
MICA [26] 40.8 82.6 82.7 - -

MFSA (ours) 41.4 83.3 83.7 0.856 0.722

Table 2: Comparison on the CMU-MOSEI dataset.

Approach 𝐴𝑐𝑐7 ↑ 𝐴𝑐𝑐2 ↑ 𝐹1 ↑ 𝑀𝐴𝐸 ↓ 𝐶𝑜𝑟𝑟 ↑
EF-LSTM 46.3 76.1 75.9 0.680 0.585
LF-LSTM 48.8 77.5 78.2 0.624 0.656

RAVEN [44] 45.5 75.4 75.7 0.664 0.599
MCTN [36] 48.2 79.3 79.7 0.631 0.645
MulT [38] 50.7 81.6 81.6 0.591 0.694
PMR [30] 51.8 83.1 82.8 - -
MICA [26] 52.4 83.7 83.3 - -

MFSA (ours) 53.2 83.8 83.6 0.574 0.724

Table 3: Comparison on the IEMOCAP dataset.

Category Happy Sad Angry Neutral

Approach 𝐴𝑐𝑐 ↑ 𝐹1 ↑ 𝐴𝑐𝑐 ↑ 𝐹1 ↑ 𝐴𝑐𝑐 ↑ 𝐹1 ↑ 𝐴𝑐𝑐 ↑ 𝐹1 ↑
EF-LSTM 76.2 75.7 70.2 70.5 72.7 67.1 58.1 57.4
LF-LSTM 72.5 71.8 72.9 70.4 68.6 67.9 59.6 56.2

RAVEN [44] 77.0 76.8 67.6 65.6 65.0 64.1 62.0 59.5
MCTN [36] 80.5 77.5 72.0 71.7 64.9 65.6 49.4 49.3
MulT [38] 84.8 81.9 77.7 74.1 73.9 70.2 62.5 59.7
PMR [30] 86.4 83.3 78.5 75.3 75.0 71.3 63.7 60.9
MICA [26] 86.8 83.9 79.3 75.2 75.7 72.4 63.7 61.6

MFSA (ours) 87.2 84.3 80.7 76.8 76.5 73.2 64.4 62.5

[47] is a dataset made up of 22,856 samples of movie review video
clips. Its predetermined data partition has 16,326 samples in the
training set, 1,871 in the validation set, and 4,659 in the testing
set. The acoustic and visual features are extracted at a sampling
rate of 20 and 15 Hz, respectively. For CMU-MOSI & MOSEI, each
sample is labeled by human annotators with a sentiment score
from -3 of strongly negative to 3 of strongly positive. As in the
previous works [26, 30], we adopt diverse metrics including: 7-class
accuracy of emotion score classification (𝐴𝑐𝑐7), binary accuracy of
positive/negative emotions (𝐴𝑐𝑐2), 𝐹1 score, mean absolute error
(𝑀𝐴𝐸), and the pearson correlation (𝐶𝑜𝑟𝑟 ).

IEMOCAP . IEMOCAP [3] consists of language, acoustic, and
visual modalities from 10 actors recorded in the form of conversa-
tions using a Motion Capture camera. Specifically, the multimodal
streams consider fixed sampling rate on acoustic (12.5 Hz) and vi-
sual (15 Hz) signals. The label annotations consists of four emotions:
angry, happy, neutral, and sad. As suggested by [44], 4 emotions
(𝑖 .𝑒 ., happy, sad, angry and neutral) are selected for emotion recog-
nition. Following the previous works [39, 44], the classification
accuracy (𝐴𝑐𝑐) and 𝐹1 score are used as evaluation metrics.

Table 4: Results of ablation studies on the CMU-MOSI dataset.
"WAL" means Weighted Attention Layer.

Model 𝐴𝑐𝑐7 ↑ 𝐴𝑐𝑐2 ↑ 𝐹1 ↑ 𝑀𝐴𝐸 ↓ 𝐶𝑜𝑟𝑟 ↑
MFSA (Full) 41.4 83.3 83.7 0.856 0.722

Analysis of Regularization

w/o L𝑠𝑒𝑝 40.9 82.6 83.5 0.864 0.718
w/o L𝑎𝑔𝑛 + L𝑠𝑝𝑒 39.2 82.4 82.7 0.871 0.711

Importance of Representations

w/o Modality-Specific 38.6 81.2 81.5 0.898 0.708
w/o Modality-Agnostic 39.2 81.8 82.4 0.881 0.712

Importance of Modules and Strategies

w/o PSA Module 37.9 80.7 81.3 0.917 0.698
w/o Prediction Chain 40.3 82.5 83.0 0.864 0.718

w/o WAL 40.5 82.7 83.2 0.858 0.720
w/o HCA Module 38.4 81.3 81.8 0.890 0.711

w/o MRU (Mixed-grained) 40.5 82.8 83.2 0.859 0.717
w/o MRU (Coarse-grained) 41.0 83.1 83.4 0.857 0.720
w/o MRU (Fine-grained) 40.2 82.7 83.2 0.862 0.715

4.2 Implementation Details
For the language modality, we convert the transcripts of video into
pre-trained Glove word embedding [35] with a 300-dimensional
vector. For the acoustic modality, we use COVAREP toolkit [5] for
extracting 74-dimensional low-level acoustic features. The features
include 12 Mel-frequency cepstral coefficients (MFCCs), voiced
segmenting features, glottal source parameters, etc. For the visual
modality, the Facet [19] is utilized to indicate 35 facial action units,
which records facial muscle movement for representing emotions.

All models are built on the Pytorch toolbox [34] with two Quadro
RTX 8000 GPUs. The Adam optimizer [22] is adopted for network
optimization. For the CMU-MOSI, MOSEI, and IEMOCAP datasets,
the training setting follows: the batch sizes are {64, 64, 32}, the
epochs are {100, 100, 60}, the learning rates are {1𝑒−3, 3𝑒−3, 1𝑒−3},
the attention heads are {8, 10, 8}, the coefficients 𝜇 are {0.25, 0.15, 0.2},
the trade-off parameters 𝛼 and 𝛽 are {1𝑒−2, 3𝑒−2, 1𝑒−2} and {3𝑒−2,
5𝑒−2, 2𝑒−2}, respectively. The hidden dimension 𝑑 is 40 and the out-
put dimension 𝑑ℎ is 128. The number of layers in the PSA module
and the HCA module is 𝑀 = 5 and 𝑁 = 2. The hyper-parameters
are determined via the validation set.

5 RESULTS AND DISCUSSIONS
5.1 Comparison with State-of-the-Art Methods
We compare the proposed MFSA with recent SOTA works that
directly deal with asynchronous multimodal sequences, includ-
ing Late Fusion LSTM (LF-LSTM), Multimodal Transformer (MulT)
[38], ProgressiveModality Reinforcement (PMR) [30], andModality-
Invariant Crossmodal Attention (MICA)[26]. To compare the mod-
els comprehensively, we employ the Connectionist Temporal Clas-
sification (CTC) loss [11] to the prominent approaches (𝑒.𝑔., Early
Fusion LSTM (EF-LSTM), Recurrent Attended Variation Embed-
ding Network (RAVEN) [44], and Multimodal Cyclic Translation
Network (MCTN) [36]) that cannot be applied directly to the asyn-
chronous multimodal sequence fusion. Concretely, these models
train to optimize the CTC alignment objective and the multimodal
objective simultaneously.
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Figure 3: Visualization of the cross-modal attention matrix activation for the proposed HCA module (a) and the SOTA method
MulT [38] (b) on the CMU-MOSEI dataset. The textual words which are closely related to emotion are displayed in red. The
textual words above the video frames are the corresponding spoken words. Compared to the MulT, our model clearly captures
reliable correlations between elements of different modalities. For example, stronger attention is given to the intersection of
spoken words that tend to suggest emotions ("unappealing") and facial expression changes in the video (“pursed mouth”).
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Figure 4: Visualization of the attention matrix activation
from vanilla self-attention [41] and our PSA module in the
language sequence.

The experimental results on the three datasets are reported in
Tables 1, 2, and 3, respectively. We have the following observations.
The proposed MFSA significantly outperforms the existing SOTA
approachs [26, 30, 38] without explicit data alignment on all metrics
for the three datasets. Meanwhile, our approach provides 8%-12%
improvement in most attributes over works [36, 44] that requires
CTC. From the perspective of representation learning, not only does
our approach surpass works [30, 36, 38, 44] that do not learn distinct
representations, but also it is superior to the study [26] that learns
cross-modal element correlations only in the modality-invariant
space. The above observations demonstrate that it is beneficial to
consider both modality-specific and modality-agnostic representa-
tions in multimodal learning, as in our MFSA.

5.2 Ablation Studies
We perform thorough ablation studies on the CMU-MOSI dataset
to verify the necessity of the proposed components. Experimental
results in Table 4 display the following observations.

Analysis of Regularization . Regularization plays a critical
role in learning the distinct representations. To quantitatively ver-
ify the importance of the proposed regularization, we remove ei-
ther loss separately to perform the experiments. When the separa-
tion loss L𝑠𝑒𝑝 is removed, the decreased results suggest that it is
beneficial to perform orthogonal constraint between the different
representations. When the adversarial losses (L𝑎𝑔𝑛 + L𝑠𝑝𝑒 ) are
removed, the training process of the model does not involve the
double-discriminator adversarial strategy. In this case, the poor
performance clearly demonstrates the advantage of the adversarial
manner in learning distinct multimodal representations.

Importance of Representations . We observe the model’s per-
formance by using only either representation in the feature fusion
phase. The poor performance of both shows the effectiveness of
learningmodality-specific and -agnostic representations acrossmul-
tiple modalities. Furthermore, the worse performance without the
modality-specific representations inspire us to depict multimodal
representations from the perspective of feature disentanglement
and focus on the unique characteristics of each modality.

Importance of Modules and Strategies. Finally, we evaluate
the effectiveness of the different modules and strategies. Firstly,
when the predictive self-attention (PSA) module and the hierar-
chical cross-modal attention (HCA) module are removed, there is
a significant drop on the performance of the model. These obser-
vations suggest that reinforcing multimodal representations via
self-attention and cross-modal attention mechanisms is indispens-
able. Meanwhile, we find that both the Weighted Attention Layer
(WAL) and the convolution-based prediction chain provide signifi-
cant contributions to improve performance. For the HCA module,
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Figure 5: Visualization of the modality-specific and modality-agnostic representations in the testing set on three benchmarks.
𝛼 = 0, 𝛽 = 0 denotes without separation and adversarial losses, and vice versa. The light colors correspond to specific parts,
while dark colors correspond to agnostic parts.

the mixed-grained, coarse-grained, and fine-grained modality re-
inforcement units (MRU) respectively are removed to explore the
gains from the hierarchical structure. The experimental results in
the bottom half of Table 4 show that it is beneficial to consider
cross-modal interactions at different granularities. Furthermore, we
observe that the models are sensitive to fine-grained and mixed-
grained MRU units. The results inspire us to focus more on cross-
modal interactions between independent modalities and integrated
interactions across multiple modalities.

5.3 Visualization and Analysis
Effectiveness of the HCA module. We visualize an example

on the CMU-MOSEI dataset to understand how the proposed HCA
moduleworkswhenmodelling cross-modal interactions. Figure 3.(a)
& (b) show the attention matrix activation for the last layer of the
fine-grained MRU in our HCA module and the last layer in the
SOTA method MulT [38] (Only MulT is open source), respectively.
Since deeper parts indicate stronger attention, we find that our
module learns a reasonable correlation between the video frames
and the spoken words. The emotion-related words (𝑒.𝑔., "life", "un-
appealing") successfully attend to the video frames that contain the
corresponding facial expression changes (𝑒.𝑔., "much frowned with
grimace" and "pursedmouth"). Compared to theMulT, our approach
can encourage the model to focus on more meaningful signals and
elements across two modalities. A reasonable explanation is that
the branch of cross-modal interactions is guided and supervised by
parameter updates when learning the modality-agnostic represen-
tations, resulting in latent distribution alignment across modalities.
It is known that mitigating distribution discrepancy can effectively
improve cross-modal correlations [26].

Effectiveness of the PSA module. To prove the superiority of
our model in learning contextual dependencies, we visualize the
attention matrix activation in the last layer using the self-attention
[41] and the proposed PSA module, respectively. As shown in Fig-
ure 4.(a), the self-attention only focuses on the phrase "even more",
leading to a meaningless correlation. In contrast, our PSA module
attends to the relationship between "becomes" and "unappealing",
which correctly captures the modality-specific context semantics
( 𝑖 .𝑒 ., linking verb + predicative ) of the language modality in Fig-
ure 4.(b). These observations suggest that the attention pattern
incorporating convolutional inductive bias favours complementary

relationships that emphasize cross-modal correlations with those
in the HCA module. The phenomenon may benefit from projection
constraints when learning the modality-specific representations.

Visualization of Distinct Representations. Understanding
the distributions of distinct representations plays an essential role
in feature disentanglement. In Figure 5, we visualize the modality-
specific representations 𝒉𝑠𝑚 and modality-agnostic representations
𝒉𝑎𝑚 learned in the testing samples of the three datasets, where
𝑚 ∈ {𝐿,𝑉 ,𝐴}. When there is no regularization constraints (𝑖 .𝑒 ., 𝛼 =

0, 𝛽 = 0), the modality-agnostic representations are not learned,
and the distributions of 𝒉𝑠𝑚 and 𝒉𝑎𝑚 are occasionally blurred. Con-
versely, when 𝛼 ≠ 0, 𝛽 ≠ 0, the distributions of 𝒉𝑎𝑚 are mixed
together, where adversarial training effectively aligns distributions
of different modalities and minimizes the modality gap. In addi-
tion, the modality-specific representations of different modalities
are well separated, and their distributions become more compact.
These observations clearly demonstrate that our approach can cap-
ture both the commonality and diversity across multiple modalities.

6 CONCLUSION
In this paper, we propose aMultimodal Fusion approach for learning
modality-Specific and modality-Agnostic representations (MFSA)
to refine multimodal representations and leverage the complemen-
tarity among different modalities. On the one hand, our MFSA fully
explores the unique characteristics and diversity of each modality
over the modality-specific spaces. On the other hand, the proposed
approach effectively mitigates the modality gap and captures the
commonality across modalities over the modality-agnostic space.
These distinct representations provide new insight and perspective
for performing effective feature fusion and interaction in asyn-
chronous multimodal sequences. Numerous experiments prove the
effectiveness of the proposed modules. Furthermore, the insight of
feature disentanglement can be easily extended to other tasks.
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